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What Makes Pattern Computer Different? 

Nearly all Artificial Intelligence (AI) and Machine Learning (ML) companies use a collection of known 

techniques to be able to recognize specific things, such as cars, road signs, faces and songs. Similar 

methods allow prediction of outcomes such as sports scores, insurance rates, and risk calculations, based 

upon known historical data. By contrast, Pattern Computer finds things that have not been found before. 

We find patterns in datasets that are generally too large or computationally complex for patterns to be 

discovered. We find what others cannot. That may be a pattern behind a specific cancer, a collection of 

sensor readings indicating premature part failure, or the operational patterns causing flight departure 

delays. Once we have discovered the key features of the pattern, we create an accurate mathematical 

model of the response. 

Machine Learning – how we got here. 

In the 1970s, computer researchers wanted to model aspects of the human brain, particularly how a 

collection of inputs passing through a network of decision points (neurons) could lead to an informed 

outcome based upon the varying nature of the inputs. The computational algorithm was referred to as a 

neural network. They were able to produce some insights, but the amount of computational power 

required to do useful work exceeded the capability of existing systems, and their work was shelved.  

Periodically, work on neural networks would be revived, but the lack of reasonable computational 

capability necessary to handle the exponential nature of the algorithms continued to be a barrier to 

further research.  Finally, in the mid-2000s, the evolutionary development of graphical processing units 

(GPUs) - first as a computational accelerator and later as a general-purpose graphical processing unit 

(GPGPU) - created the ideal computational platforms for neural networks. 

Why? A neural network looks at a series of decision points (nodes), which are contained within the 

sequential layers of the network and performs similar computational steps1 at each node. This design is 

well-suited to GPUs because they are massively parallel and can process hundreds of thousands of 

computations simultaneously across the nodes. The iterative improvement of GPUs and the games 

which took advantage of this capability drove the popularity of gaming platforms which helped to fund 

the R&D costs to create a virtuous cycle of development. 

Nvidia noticed this capability, and developed programming interfaces for its GPUs, helping to usher in 

the GPGPU with their CUDA programming environment. Development of neural networks accelerated 

during this time, with processing power doubling roughly every two years being pushed by Nvidia’s 

release cadence. With that incredible computational growth and continued research work, neural 

networks evolved into a viable platform for machine learning. 

The process of machine learning is a series of stages: training, validation, and testing. Each stage uses a 

different subset of the target dataset. The training set, typically 50-90%2 of the dataset, is used to learn 

network parameters which allow it to better classify samples in the dataset. An example task in the 

context of self-driving cars is discriminating between a yield sign, a speed limit sign, and a ‘slow’ sign. As 

 
1 Using SIMD (single instruction, multiple data) operations 
2 This is often very dependent on the number of samples (observations) in the dataset. 
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part of the training process the neural network is provided with annotated images of each road sign 

being processed by the algorithm. After training is completed, the neural network acts as a model for 

recognizing those three types of road signs. 

In the next stage, validation data is run thru the model and the results are used to as checks to 

determine the accuracy of the model. The developer or data scientist then likely adjusts the 

configuration settings (hyperparameters) for the neural network (such as the number of layers in the 

network, or the number of nodes at each layer) to see if they can increase the accuracy of the results 

with the validation set. The risk of such tuning however is that the parameters can become too narrowly 

focused on the validation dataset (called overfitting) and no longer produce a generalized model 

representing the relationships in the dataset. 

Once a final model is proposed, the model is given the test dataset to check the model’s accuracy on the 

held-out data, and to check for overfitting (where the training set and validation set accuracy results are 

much higher than that of the test set). 

It is important to note that neural networks do not encompass the entire world of machine learning 

techniques. While Pattern Computer uses neural networks, both as core engines for certain critical work 

items and as complementary tools for other work items, Pattern Computer also uses other methods and 

techniques to discover patterns within high dimensional datasets. The goal is to reduce the complexity 

of the dataset, while maintaining an understanding of the relationships between the important features 

within the dataset.  

How is Pattern Discovery different? 

The success and popularity of pattern recognition has directed a significant amount of energy and 

investment into the space of neural networks, including very elegant and refined variations of neural 

networks based on convolutional neural networks, recurrent neural networks, and variations including 

back propagation. To truly have an informed understanding of how to apply neural networks and how 

the network works, it is useful to have a deeper understanding of the mathematics behind neural 

networks and the nature of the datasets you wish to investigate. At Pattern Computer, depending on 

those characteristics, we may choose to use a specially tuned neural network with a pre-processed 

dataset that has been reduced to the significant related elements. The pre-processing allows us to: 

• Do minor transforms on the data objects 

• Only include the data of interest 

• Reduce size of the dataset3. 

Using these techniques, we can observe clustering of the data objects and understand the relationships 

between similar things that have the desired characteristics. From this basis, we can build models of 

relationships, to gain new understandings of the system represented by the dataset. The patterns thus 

discovered become a model for investigation and interpretation by subject matter experts in that field. 

For example, when investigating the related gene mutations in a specific type of lung cancer, a subject 

matter expert can quickly understand related biological mechanisms impacted, or genomic pathways 

affected. 

 
3 This is important for performance reasons as typical neural networks are O(n2) 
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Alternatively, we may choose to use a different mathematical method, where we use acyclic digraphs to 

build a model of the data represented in the dataset. This is a complex and very detailed task, which we 

perform at scale. We then perform an analysis on that model to understand the nature of the 

relationships within the data to identify the most significant features in dataset associated with a 

specific outcome. The number of features is determined by the nature of the data itself, rather than 

having the system set an artificial limit. This contrasts with methods typically used by other companies 

or researchers investigating datasets where the dimension is artificially constrained by the researchers 

(due to complexity), or by the data scientist due to the computational complexity, time and often 

exponential cost of increasing the upper limit of the feature dimensions. 

Not only do we identify the most significant sets of features associated with a specific outcome, but we 

also note the relationships of the data features within the model and the structure of the data itself. 

Each of these relationships may be informative. Some of these relationships are tightly embedded 

within the data, while others can be viewed topographically. Pattern Computer has spent over 3 years to 

apply mathematicians, bioinformaticians, microbiologists, physicists and control theorists towards 

develop these algorithms. We encountered many limitations in the mathematics that needed to be 

solved or addressed using creative means. When we felt we had the mathematics solution, the next step 

was to engineer the algorithms to run at scale. 

Where the general math was simple, the details were complex, and vice-versa. The goal of Pattern 

Computer is to discover patterns in high-dimensional datasets – with one such target being cancer in 

humans, where there may be up to 24,000 genes of interest for each patient. If you are working in the 

space of colorectal cancer, the GECCO dataset includes more than 39 million single nucleotide 

polymorphisms (SNPs – “snips”) per patient. The size of the data gets extremely large very quickly. To 

handle these problems, we needed to have significant flexibility in our design to allow these issues to be 

solved using our size-reduction algorithms. We implemented a flexible architecture to ingest the 

datasets and allow the acyclic digraph structures to exist in memory on the same system (for a given 

stage of processing) where possible.  

The design of the systems architecture … 

complements the algorithm design … 

which reflects the mathematics … 

 based on the nature of the dataset(s) … 

All these components must work well together to produce the desired capability. Do we use existing 

techniques that have been published and may be well-understood? Yes (of course). Do we use novel 

techniques which have not been published and may not be well understood? Yes. Absolutely. Where 

prudent, we have applied for patents. Where little is known or published in the more challenging 

sections, we have reserved those as trade secrets. 

In some cases, where Pattern Computer may be working on a problem with mixed data and tabular 

images, we have the option to use a series of different techniques, combining our innovative approach 

to genomics using a neural network-based discovery engine we call “Sonar” and combine that approach 

with the high-dimensional reduction discovery engine we call “Lennard Island”. Using these two 

approaches we use different computer architectures in a distributed system to develop the best 

approach to discovering the full set of patterns. 
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To answer the question of how Pattern Computer does the discovery, our answer is that we use a series 

of mathematical techniques applied with insight gained from the nature of the dataset. We have 

developed very scalable applied mathematics with insights into the nature of acyclic digraphs. These 

algorithms were written with an awareness of some of the rules and caveats required when working 

with high dimensional structures. Our very experienced mathematicians applied keen observations 

about the nature of these types of structures and had the foresight to avoid getting caught in blind 

alleys. The result is a flexible overall solution where different mathematical approaches may combine to 

take the best characteristics of each solution and share that information to provide hints and insight into 

the specific and combinatorial relationships within the data. In some cases, we transform the data to 

ingest and process the entire dataset. It has taken over 3 years to optimize the mathematics, the 

algorithms, implement distributed scaling and systems acceleration in an iterative process. With each 

test of large datasets, we learned more about the specific performance characteristics of the algorithms, 

and how the performance is affected by the ratios of different datatypes contained in the dataset. It 

truly has been a collaborative journey of exploration, development, testing and performance analysis. 

We are different because: 

• We are doing pattern discovery, not pattern recognition. 

• We identify a ranked list of the feature sets associated with a specific outcome. You know what 
features are driving the specific outcome – this is in sharp contrast to typical implementations of 
neural networks. 

• We build mathematical model of the nature of the relationship between the features in the 
feature set that maps to the specific outcome. 

• We can directly map the ranked feature set to the set of observations supported by that feature 
set which associate with the specific outcome. 

• We can identify the outlier features which have no apparent influence on the outcome. 

• The “AI” that is produced through Pattern Computer is easy to understand and is “safe ai” – not 
hidden in a black box. 

• Our focus is understanding the nature of the mathematics and designing flexible algorithms 
which avoid the shortcomings of some techniques in transforming and processing large 
datasets. That approach allows us to accomplish the pattern discovery work. 

• Our Chief Architect designed the immediate predecessor to AutoCAD, he still counts bits and 
bytes. He knows how to efficiently work with very large matrix operations, manage memory, 
and implement high-performance parallel solutions. 

• We are not a just a team of software engineers implementing known methods. We have 
experienced researchers in science, applied mathematics, microbiology, bioinformatics, applied 
physics, computer science and digital logic design who actively collaborate to solve novel 
problems. 

• We have an active group working on understanding the underlying nature of neural networks, 
referred to as Explainable AI (XAI). We have already developed insights on the nature of the 
layers within the network, as well as methods to optimize the neural network for size and 
performance considerations. 

• Pattern Computer is not only looking at tabular data but combining tabular and imaging 
information as input to the pattern discovery process. 
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A Short Example 

Let’s look at a very small example in biology using a real, public dataset – the Wisconsin Diagnostic 

Breast Cancer dataset (WDBC) from November 1995. This is a dataset of 965 breast cancer patients with 

30 inputs based on features computed from a digitized image of a fine needle aspirate (FNA) of a breast 

mass. They describe characteristics of the cell nuclei present in the image 

(http://www.cs.wisc.edu/~street/images/). 

 

Figure 1: Wisconsin Diagnostic Breast Cancer Dataset 

The results are based on predicting whether the cancer is benign or malignant (Column B in Figure 1). 

This dataset has been posted on a machine learning competition site 

(https://www.kaggle.com/uciml/breast-cancer-wisconsin-data), where the top predictive results have 

ranged between 97.5% and 100.0%, using various algorithms including neural networks or support 

vector machines. While Pattern Computer can achieve similar results using neural networks as well as 

our internal proprietary methods, what is different about Pattern’s solution is that can identify the 

critical features (columns) that produce the result. Additionally, we can extract the mathematical 

relationship between those features to predict the results in other target data. 

In the typical case of the neural network approach, held-out data is provided to the model created by 

the neural network and the diagnosis based on patient tumor data is returned – whether the patient’s 

tumor is benign or malignant.  The next question it asks is, “Why? What are the factors that make the 

model think the tumor is malignant?”  

In general, neural networks will not tell you what the important factors are in the result, or how the 

model is constructed. Of course, knowing that would be extremely useful, particularly if the source data 

is difficult or expensive to collect and process. If a researcher knew the key observations necessary to 

determine if a tumor is malignant or benign, they would gain valuable insights on how to understand 

and identify malignant tumors. After running the Wisconsin Diagnostic Breast Cancer dataset through 

http://www.cs.wisc.edu/~street/images/
https://www.kaggle.com/uciml/breast-cancer-wisconsin-data
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our Pattern Discovery Engine, we know that the two most critical features to distinguish between 

malignant and benign tumors are:  

• Area Worst4 (column Z) and 

• Concave Points Worst5 (column AD) 

These two values can predict the balanced accuracy (predicted vs. actual) of 93.9% / 93.8% (benign vs 

malignant). 

Being able to have such high accuracy with only two features provides great simplicity and parsimony in 

understanding the key factors associated with the identification of the nature of the tumor. Having just 

two features also reduces the chance of creating an incorrect general model due to overfitting. With this 

model a data scientist can place the equation below into an Excel spreadsheet alongside the data and 

can immediately see the modeled prediction. Finally, given a clean dataset such as Wisconsin Diagnostic 

Breast Cancer, we can produce these results in less than 30 minutes. 

Moreover, we know the mathematical model that produces these results.  

 

If (((ln(0.827546 * area_worst)) + (-0.049885 * 

concave_points_worst*area_worst))) >= 1.450000 then the tumor is benign. 

 

The ability to build and understand a mathematical model which accurately predicts the result is a 

powerful tool and fundamentally different from generic “artificial intelligence” solutions. With this 

model we can clearly see both additive and multiplicative contributors to the outcome and the 

relationship of the different features to one another. Instead of needing the 30 values to produce the 

predicted response, we can identify the most important features contributing to the specific outcome. 

We can also produce more complex result sets, with higher accuracy using more features, such as the 

highest-ranked third-order feature set given by the Pattern Discovery Engine: 

• Perimeter Worst6 

• Texture Worst7 

• Concave Points Mean8 
 

In this case the mathematical model is: 

 

If ((((sqrt(concave_points_mean)) + (sqrt(0.019171 * 

perimeter_worst)) + (-0.052156 * perimeter_worst/texture_worst))) 

< 1.425) then tumor is benign. 

 
4 Area Worst is the mean of the three largest values of the area of the cell nucleus. 
5 Concave Points Worst is the mean of the three largest values of the number of concave portions of the contour of 
the cell nucleus. 
6 Perimeter Worst is the mean of the three largest values of the perimeter of the cell nucleus. 
7 Texture Worst is the mean of the three largest values of the standard deviation of gray-scale values of the 
digitized image of the cell nucleus 
8 Concave Points Mean is the mean of the number of concave portions of the contour of the cell nucleus. 
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In this case, we see 96.6% / 95.8% accuracy (benign vs. malignant), using three features instead of two. 

In summary 

The ability to identify which features are specifically associated with a given outcome, or set of 

outcomes, plus the ability to build and know the mathematical model which represents the data and 

predicts those outcomes is a powerful and meaningful differentiator in the machine learning space. You 

cannot get these insights and answers by simply running a neural network. Furthermore, the Pattern 

Discovery Engine is a very powerful and highly optimized solution capable of producing results in a 

matter of days, if not hours, versus the weeks or months it would take with neural networks. 

 

✓ Yes, we discover previously unknown patterns. 
✓ Yes, we produce mathematical models of the methods. 
✓ Yes, this is different.  
✓ Yes, it produces real results. 

 

Welcome to Pattern Computer! 
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